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One unhappy user…
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Intro



Or a bigger problem?
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Finding topics from user feedback
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● Tools available (e.g. MERIT[1] and CLAP[2]) for multiple platforms

● Collect feedback into semantically coherent groups

● What is the best way to characterize these groups?

Intro

[1,2] [1] [3]



Ways to represent these tweets

5

Intro

Uni-grams:
Account, locked, 
unable, login

Sentence:
Is anyones snapchat 
permanently locked 
for no reason!?!?!



Characterization examples
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Scalabrino S, Bavota G, Russo B, Di Penta M, Oliveto R. Listening to the crowd for the release planning of mobile apps. IEEE Transactions on 
Software Engineering. 2017 Oct 4;45(1):68-86.



Characterization examples
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Stanik C, Pietz T, Maalej W. Unsupervised Topic Discovery in User Comments. In2021 IEEE 29th International Requirements 
Engineering Conference (RE) 2021 Sep 20 (pp. 150-161). IEEE.



Challenges
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Intro

● A cluster must be understandable (characterized) at a glance

● A cluster characterization should be both descriptive of the cluster 
content and distinct from other clusters’ characterizations



Approach
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Intro

● We study uni-, bi-, tri-grams and sentences as cluster 
representations.

Distinct
● RQ1: What characterization method is most easily able to 

distinguish a cluster compared to a random baseline?

Descriptive
● RQ2: What characterization method has the highest amount of 

requirements relevant information about a cluster?



Evaluation datasets

10

Method

● 6 literature datasets + supplementary data

[1] Chen N, Lin J, Hoi SC, Xiao X, Zhang B. AR-miner: mining informative reviews for developers from mobile app marketplace. InProceedings of the 36th international conference on software engineering 2014 May 31 (pp. 767-778).
[2] Ciurumelea A, Schaufelbühl A, Panichella S, Gall HC. Analyzing reviews and code of mobile apps for better release planning. In2017 IEEE 24th International Conference on Software Analysis, Evolution and Reengineering (SANER) 2017 Feb 
20 (pp. 91-102). IEEE.
[3] Guzman E, El-Haliby M, Bruegge B. Ensemble methods for app review classification: An approach for software evolution (n). In2015 30th IEEE/ACM International Conference on Automated Software Engineering (ASE) 2015 Nov 9 (pp. 
771-776). IEEE.
[4] Scalabrino S, Bavota G, Russo B, Di Penta M, Oliveto R. Listening to the crowd for the release planning of mobile apps. IEEE Transactions on Software Engineering. 2017 Oct 4;45(1):68-86.
[5] Tizard J, Wang H, Yohannes L, Blincoe K. Can a conversation paint a picture? mining requirements in software forums. In2019 IEEE 27th International Requirements Engineering Conference (RE) 2019 Sep 23 (pp. 17-27). IEEE.
[6] Williams G, Mahmoud A. Mining twitter feeds for software user requirements. In2017 IEEE 25th International Requirements Engineering Conference (RE) 2017 Sep 4 (pp. 1-10). IEEE.
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Clustering
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Method

Embed feedback using Universal Sentence Encoder (USE) [1]

Cluster embeddings using UMAP[2] + HDBSCAN[3]

Randomly sample 1 piece of feedback from each cluster

[1] Cer D, Yang Y, Kong SY, Hua N, Limtiaco N, John RS, Constant N, Guajardo-Cespedes M, Yuan S, Tar C, Sung YH. Universal sentence encoder. arXiv preprint arXiv:1803.11175. 2018 Mar 29.
[2] McInnes L, Healy J, Melville J. Umap: Uniform manifold approximation and projection for dimension reduction. arXiv preprint arXiv:1802.03426. 2018 Feb 9.
[3] Campello RJ, Moulavi D, Sander J. Density-based clustering based on hierarchical density estimates. InPacific-Asia conference on knowledge discovery and data mining 2013 Apr 14 (pp. 160-172). Springer, Berlin, Heidelberg.



Characterization
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Method

Find all uni-, bi-, tri-grams and sentences from feedback

Embed all n-grams and sentences

Find cosine similarity between n-gram/sentence 
embeddings and cluster embeddings

Choose k most similar n-grams/sentences for each cluster



Clustering
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“Please remove ads”

“Too many ads”

“Please add a more 
levels”

“I would like some 
new content”

“Add colourblind mode”

“I would like a Protanopia 
compatible UI”



Example characterizations
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Method



Characterization labelling
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Method

● 2 tasks done by three labellers



Outcomes from clustering and labelling
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Results

● Number of clusters:
○ 160 clusters taken from 33 apps across all datasets

● Labelling inter-coder reliability Cohens κ:
○ Random characterization comparison task - 0.677 (84.2% same label) 
○ Requirements relevance labelling - 0.555 (78.3% same label)



Random characterization comparison
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Results

● Labelling accuracy (%) of per-coder, either coder, and both:



Requirements relevance labelling
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Results



In a nutshell
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Results

● All characterization methods tested (uni, bi, tri-grams and 
sentences) were similarly distinguishable from other clusters

● However, even when number of words are kept constant, 
sentences are far superior at conveying requirements

● We find that longer, expressive single characterizations are 
more appropriate for requirements summarization than more 
but shorter ones



Implications
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Discussion

● Future feedback clustering tools will benefit from sentence 
level characterizations over unigram ones

● Opens questions for future research:
○ Does using extractive (e.g. HAHSum) or abstractive 

summarization models (e.g. PEGASUS) improve 
characterizations further?



Thanks
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End

● Feel free to contact at:
○ pdev438@aucklanduni.ac.nz
○ @p_d_research on Twitter

● Questions?


